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ABSTRACT 

This work focuses on studying the relationship that existed between the 
use of the learning management system (LMS) and the academic 
performance of the students of the Jorge Basadre Grohmann National 
University of Tacna-Perú. For this, we use the data provided by the LMS 
(access virtual classroom) and the university's academic management 
system (grades). For that, we perform various classification machine 
learning algorithms to predict academic performance with two classes 
SATISFACTORY or POOR where Gradient Boosted Trees algorithm had 
the best accuracy 91.79%. However, with three classes, SATISFACTORY, 
REGULAR AND POOR, Random Forest algorithm had the best accuracy of 
89.26%. 
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1. Introduction

n this context, the generation of transactional data has increased exponentially in the different
platforms or virtual learning environments. (Shah et al., 2021; Devasia et al., 2016) that are now
used for non-face-to-face education imposed by restrictions imposed by governments in search of

reducing the overload of the health sector (World Bank, 2020). 
In addition, this increase in the transactional values of accesses to the EVAs provides us with a lot of 

data that is important to analyze and relate in order to learn from them and predict future behavior, 
thanks to data mining (Hardman et al., 2013). 

On the other hand, we believe that the prediction of academic performance is one of the most 
important tasks within the field of Learning Analytics (LA) and Educational Data Mining (EDM) (Chatti 
et al., 2012; Peña-Ayala, 2014).  Since it will allow us to know the academic behavior of students and in 
this way, they can become early warning tools and be able to make adjustment and strengthening 
decisions to reduce the academic failure of students in times of pandemic. 

Machine learning algorithms allow intensive data processing, in addition to learning from them in 
order to later predict future behavior, especially variables related to access, permanence and 
interaction with virtual learning environments (Ramírez & Grandón, 2018). 

In this we will use classification algorithms such as Naive Bayes, Decision Trees, Random Forest, 
Gradient Boosted Trees, logistic regression and SVM, which will allow us to propose a model with the 
highest precision to automatically classify the academic progress of university students. 

In the present work we will use the KDD (Knowledge Discovery from Data) (Moulet & Kodratoff, 
1995) as a framework to design a data mining model that allows us to capture the data, analyze it, 
clean it, transform it, relate it, visualize it. We will also use Machine Learning algorithms to be able to 
predict the behavior of academic performance based on a set of variables related to access to the 
virtual classroom and the socioeconomic conditions of the students of the Jorge Basadre Grohmann 
National University (Taya, 2021).  

2. Related works

2.1. Learning concepts 

In this section of the research work, a review of the most important research in the world on the 
subject was carried out, so it has collected very interesting works from the best indexed repositories 
that could be accessed such as: IEEE Xplore, ACM Digital Library, Springer Link among others. 

In the work titled “Clarify of the Random Forest Algorithm in an Educational Field”, Ahmed & 
Hikmat (2018) focus on using the Random Forest classification algorithm to extract useful information 
from a student dataset and predict their academic progress. For this, the dataset was worked with 
Weka Tools and the model proposed by the authors. The results show that the accuracy of the 
proposed method is 83.56% and the accuracy of the technique in WEKA Tool obtained an accuracy of 
80.82%. In addition, the proposed method can be executed several times with different results due to 
the nature of the Random Forest, which each time obtains a random sample of the dataset, this allows 
choosing the best execution. 

In the work titled “Predicting Student Academic Performance using Support Vector Machine and 
Random Forest”, Alamri et al. (2020) made an interesting comparison of their binary classification and 
regression models in the prediction of the academic performance of students in the subjects of 
mathematics and Portuguese (secondary education level) of the model proposed by them with respect 
to the technique presented in the work "Using Data Mining to predict secondary school student 
performance" (Cortez & Silva, 2008) obtaining with the Support Vector Machine (SVM) technique 
92.43% accuracy with respect to Cortéz's work that had an accuracy of 86.3% and with the Random 
Forest technique they obtained 91.59% compared to 91.2% in the other study. 

Likewise, in the work entitled “Application of machine learning on student data for the appraisal of 
academic performance”, Alloghani et al. (2019) focused on applying data mining techniques to analyze 
the academic progress of students from 14 Middle Eastern European countries, including three North 
African countries. The dataset contains sixteen attributes, twelve of which are categorical and the 
remaining four numerical and 10 groups of 10 different grades were formed. Three predictive 
algorithms were used: decision trees, neural networks and naive bayes. As a result, it was obtained 
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that the CART classifier 98.6% of the students as members of grade G-2. Of the groups G-07 and G-08, 
the model predicted with an accuracy between 96% and 96.6%, respectively. The work also shows 
that the accuracy of the Naves Bayes algorithm is 87.1%, that of the neural networks is 93.1%, while 
the decision tree algorithm had an accuracy of 92.7%. 

In the work titled “Student Performance Prediction using Multi-Layers Artificial Neural Networks: 
A Case Study on Educational Data Mining”, Altaf et al. (2019) use neural networks to classify academic 
behavior from data obtained from the LMS Moodle of around 900 students from 10 university classes. 
What is interesting about this study is that it trains each neural network with each class, which 
demonstrates the importance of individual prediction with respect to prediction accuracy. It was also 
determined that the most important characteristics in the classification were: the degree and the total 
number of learning sessions. Regarding the performance of predictions with neural networks, an 
accuracy of: 74.3%, 75.8%, 97.1%, 80%, 90%, 65.2%, 95%, 92, was observed. 1%, 83.1% and 90% for 
the courses of Introduction to Computing, Fundamentals of Programming, Professional Ethics, 
Communication Skills, Multivariable Calculus, Numerical Analysis, Artificial Intelligence, Web 
Engineering, Systems Programming, Visual Programming respectively. 

In the work titled “Student Performance Predictor using Multiclass Support Vector Classification 
Algorithm” Athani et al. (2018) took data from Portuguese schools and grouped into five levels from A 
to F, where A is the group of students with the best grades and F the group of students who failed. 
Several algorithms were implemented to classify as: Multiclass Support Vector Machines and neural 
networks using Weka Tools. It was possible to show that the Multiclass Support Vector Machines were 
the ones with the best precision using cross validation with a value of 89%. 

In the work titled “Interpretable Deep Learning for University Dropout Prediction”, Baranyi et al. 
(2020) design a prediction model based on deep neural networks to predict the final academic 
performance of students at the Budapest University of Technology and Economics in order to identify 
students at risk of dropping out, the accuracy they achieved was 72.4% (AUC=0.771) which showed 
that deep learning is suitable for predicting dropouts. 

In the work titled “Features Exploration for Grades Prediction using Machine Learning”, Bouchard 
et al. (2020) present the processing of a very large data of students from the Quebec School Board and 
applies classification algorithms to predict the final grade of the students, they were tested with 
several characteristics. On average there was around 75% accuracy. 

In the work titled “Learning Models for Student Performance Prediction”, Cavazos & Garza (2013) 
analyzed the Records of Mexican schools are analyzed in three periods: 2014-2017, 2015-2018 and 
2016-2019 in 24 subjects, showing that family and motivational aspects are important characteristics 
when access to historical grades is available. The following results were obtained for the prediction of 
qualifications when historical information gives qualifications: with linear regression an MAE of 8.9 is 
obtained in the 3rd bimester, 8.01 in the fourth bimester and 10.24 in the 5th bimester , with neural 
networks a MAE of 13.99 is obtained in the 3rd bimester, 9.32 in the fourth bimester, 11.85 in the 5th 
bimester and with SVM a MAE of 8.19 in the 3rd bimester, 6.15 in the 4th bimester and 8.71 in the 5th 
bimester. 

In the work titled “Predicting academic performance of university students from multi-sources data 
in blended learning”, Chango et al., (2019) used different classification algorithms to predict the 
academic performance of engineering students in mixed learning environments (face-to-face and non-
face-to-face) of 65 first-year students of the Electrical Engineering degree at the University of Córdoba 
(Spain). In general, good algorithm performances were obtained: accuracy between 73% and 82%, F 
measure between 0.72 and 0.82, and ROC between 0.80 and 0.97, but they find that PART (Partial 
Decision Tree Algorithm) is definitely the best algorithm. 

In the work titled “Student Performance Prediction Model for Early-Identification of At-risk 
Students in Traditional Classroom Settings”, Chanlekha & Niramitranon (2018) focus on comparing 
the performance of prediction models to identify which students have a tendency to obtain low grades. 
The data was obtained from the Kasetsart University central registry office containing grades and 
demographic information for the 10-year Faculty of Engineering between 2008 and 2017. The 
following results were obtained in terms of precision and r (correlation) value, for the Computing and 
programming course with the decision tree algorithm it was 48.56% and 56.92% respectively, with 
the Naive bayes algorithm it was 35.21% and 20.16% respectively, for the algorithm for Random 
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forest it was 48.77% and 62.06% respectively, for the SVM algorithm it was 48.15% and 47.43% 
respectively. For the Mathematics for Engineering I course with the decision tree algorithm it was 
54.71% and 83% respectively, for the Naive Bayes algorithm it was 50.79% and 53.71% respectively, 
for the Random Forest 54.89% and 81.92% respectively, for the SVM 55.27% and 85.35% 
respectively, for neural networks 56.20% and 83.18% respectively. For the Mechanical Engineering I 
course with the decision tree algorithm it was 61.01% and 59.8% respectively, for the Naive Bayes 
algorithm it was 58% and 62.81% respectively, for the Random Forest algorithm 60.81% and 59.8% 
respectively, for the SVM 60.4% and 65.33% respectively, for neural networks 60.81% and 64.32% 
respectively. For the Mechanical Engineering II course with the decision tree algorithm it was 53.02% 
and 78.05% respectively, for the Naive Bayes algorithm it was 48.66% and 0% respectively, for the 
Random Forest algorithm 52.68% and 76.83% respectively, for the SVM 51.68% and 80.49% 
respectively, for neural networks 56.04% and 76.83% respectively and for the Algorithm Analysis and 
Design course with the decision tree algorithm was 65% and 100% respectively, for the Naive Bayes 
algorithm it was 57.5% and 100% respectively, for the Random Forest algorithm 62.5% and 100% 
respectively, for the SVM 57.5% and 1% respectively, for neural networks 62.5% and 100% 
respectively. 

In the work titled “Predicting student performance using data from an Auto-grading system”, Chen 
& Ward (2020) experiment building linear regression models and decision trees with characteristics 
of the data obtained from the Marmoset self-assessment system of the University of Waterloo, which 
includes approval ratios, test results, number of tasks submitted and intervals between submissions. 

2.2. Theoretical bases 

2.2.1 Academic performance 

The academic performance in our research refers to the performance of the student in the term of 
grades of the different subjects, averaged in a single final grade for each student in the corresponding 
academic period. 

2.2.2. Learning analytics 

It refers to the interpretation of a large amount of data produced and obtained from various sources in 
order to evaluate academic performance, predict performance and detect possible problems. Since its 
first mention, Learning Analytics (Johnson et al., 2012) has gained increasing relevance. Learning 
analytics has been identified in various publications as one of the most important trends in 
technology-enhanced learning and teaching. Therefore, it is not surprising that Learning Analytics is 
the subject of many scientific articles. Learning Analytics research and improvement involves the 
development, use, and integration of new processes and tools to improve the teaching and learning 
performance of individual students and teachers. “Learning Analytics focuses specifically on the 
learning process” (Siemens & Long, 2014, p. 134). “Due to its connections to digital teaching and 
learning, Learning Analytics is an interdisciplinary research field with connections to the teaching and 
learning research field, computer science, and statistics” (Johnson et al., 2013, p. 5). “Available data is 
collected, analyzed, and the insights gained are used to understand student behavior and provide 
additional support” (Gašević et al., 2015, p. 64). 

2.2.3. University and Pandemic 

Higher education faces a scenario of uncertainty and change. In addition to the changes caused by the 
global pandemic caused by the Sars-Cov2 virus, as well as political and social changes, competition at 
the university level is increasing.  

Universities share the same challenges as businesses: the need to increase financial and 
operational efficiency, expand local and global impact, establish new funding models during a 
changing economic climate, and respond to demands for greater accountability to ensure 
success organization at all levels. (Jones, 2019, p. 11)  
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“Higher Education must overcome these external burdens efficiently and dynamically, but also 
understand the needs of the student body, which represents both the contributor and the donor of this 
system” (Siemens & Long, 2014, p. 135). 

2.2.4. DM (Data Mining) 

Data mining is the area of scientific research focused on developing models for discovering within data 
that comes from educational settings, and using those methods to better understand the behavior of 
students, teachers, and the environments in which they learn. The recent advent of public educational 
data repositories has made it possible for researchers to investigate a wide variety of scientific 
questions using data mining (Baker, 2010; Han et al., 2012). 

2.2.5. EDM (Educational Data Mining) 

When the data comes from an educational setting, we are dealing with a data mining subdomain called 
Educational Data Mining or EDM. This is a field of research that applies data mining, statistics, and 
machine learning to data derived from educational settings. It seeks to extract meaningful information 
from large amounts of raw data that can be used to improve and understand learning processes (Asif 
et al., 2017; Baker & Yacef, 2009). 

Among the top five EDM approaches: “prediction, clustering, data mining, discovery within models, 
and data discovery” (Baker, 2010, p. 112). This research work combines two approaches: prediction 
and classification. 

2.2.6. Prediction 

In prediction, the goal is to predict the class or label of a data set. An important key application area of 
prediction in EDM is predicting student academic outcomes.  

Research within this area has been carried out at different levels of granularity: at the tutoring 
system level, at the course level, at the grade level, etc. At the intelligent tutoring system level, 
for example, EDM predicts students' exam results by integrating time information and the 
amount of help a student needs to solve problems. (Feng et al., 2006, p. 32)  

“Systems also exist to predict whether a student is likely to perform the next item on their exam 
correctly and, if so, should be skipped by the tutoring system” (Pardos et al., 2007, p. 435).  

At the subject level, there are proposals that predict the success/failure and grade of students in 
a course using socioeconomic variables such as age, sex, marital status, nationality, address, 
scholarship, different abilities, type of university access, type of student (regular, mobility, 
extraordinary), situation of the student (ordinary, employee, athlete, etc.), years of enrollment, 
delayed courses, type of dedication (full time, part time) and debt situation. (Strecht et al., 2015, 
p. 394)

We also found papers that predict students' grades in a programming course by considering 
different factors such as students' math background, programming aptitude, problem-solving skills, 
gender, previous experience, math grade of the high school, locality, previous experience in computer 
programming and use of e-learning (ElGamal, 2013); on the other hand, there are research initiatives 
that predict course performance based on student performance in prerequisite courses and midterms 
(Huang & Fang, 2013); others investigated the adequacy of quantitative, qualitative, and social media 
information on forum use, as well as the adequacy of classical ranking algorithms and clustering 
algorithms to predict student success or failure in a course (Romero et al., 2013); Some other 
researchers provide an early intervention solution for difficult courses based on student activity in a 
learning management system (Arnold & Pistilli, 2012). Various studies predict the pass/fail or overall 
academic performance of students (full/or partial grades) at the end of a degree program. 
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2.2.7. Clustering 

In clustering, the goal is to group objects into similar object classes. Although clustering has been used 
in data mining for a wide variety of tasks, an interesting sub-area is grouping students together to 
study typical behavior patterns. For example, there is a study that finds typical behaviors in forums 
such as high-level workers, that is, students who read all messages and post many messages in the 
forum, or curious, that is, students who read all messages without posting any (Cobo et al., 2012, p. 
249). 

Other works identify groups of students with similar performance from kindergarten to the end of 
high school (Bowers, 2010); while other works group student interaction data to build student profiles 
(Talavera & Gaudioso, 2004). 

2.2.8. Database Knowledge Discovery (KDD) 

“Database Knowledge Discovery (KDD) is developed from a research approach that involves various 
areas such as databases, machine learning, pattern recognition, statistics, information theory, artificial 
intelligence, data visualization” (Riquelme et al., 2006, p. 13). The main feature of KDD is to extract 
knowledge from the database and data warehouse. This knowledge is implicit information, previously 
unknown, potentially useful and easily understood. KDD is a branch of computer science gradually 
developed in recent years and a new attempt in the field of artificial intelligence. KDD has been 
successfully used in industrial, agricultural, military, financial, and commercial aspects, and has 
become one of the current approaches to computing. Currently, KDD is frequently used as a 
framework in research tasks description, knowledge evaluation and knowledge representation.  

Effective knowledge discovery algorithm is the key. Specifically, that is mining knowledge such 
as association rules, data grouping, classification rules, sequential pattern, similar pattern, 
chaotic pattern, etc. with the previous method and its integration technologies in all types of 
databases in the real world (relationships, interpretation, temporal, spatial, distributed, object-
oriented).(Chen et al., 2011, p. 1285) 

The sequence of KDD processes is the one displayed in figure 2. 

3. Methodology

3.1. Research type and design 

The present study is of an explanatory Correlational type. A description of the access data and 
academic performance of the academic periods 2019-I and 2020-I was made, in order to compare 
them and determine differences. 

This research describes the differences between the accesses to the virtual classroom of the 2019-I 
and 2020-I periods, in the same way the academic performance data of the 2019-I and 2020-I 
academic periods were described. 

Correlational research is responsible for determining the degree of association between two or 
more variables in the same sample of subjects, in our case of students. 

In the present study, we want to know if there is an association between access to the virtual 
classroom and academic performance in the academic period 2020-I. In simple terms, the 
methodology of this research work is summarized in figure 1. 

3.2. Population and sample 

The study population had several components distributed among the records of all the qualifications 
corresponding to all the students enrolled at UNJBG in the academic periods 2019-I and 2020-I, which 
make a total of 130,981 records, another component of our population was the records corresponding 
to the accesses to the Virtual Classroom of all UNJBG students in the academic periods 2019-I 
(1,148,710 records) and 2020-I (19,116,793 records) that make a total of 20,265,503 records, another 
component of the population were the 14,430 records of the socioeconomic data of the UNJBG 
students, data that were provided by the Central Registry Office of the UNJBG, the Virtual Classroom 
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Committee and the Academic Directorate of University Welfare of the same University corresponding 
to the academic period 2020-I. 

Figure 1. Proposed methodology. 

Source: Taya, 2021, p. 36 

4. Results

4.1. Application of KDD 

In order to order and have a better idea of our results, we will align them to the KDD format whose 
stages are defined in Figure 2. 

Figure 2. KDD framework. 

Source: Chen, et al., 2011, p. 1285 

Once the necessary adjustments have been made to the data, we can summarize the results of the 
prediction of the target variable (OBSERVATION=Satisfactory, Poor) in Table 1. 
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Table 1. Classification results with different algorithms with two class values (Satisfactory and Poor) 

Overall accuracy Overall mistake Cohen’s kappa (k) Correctly 
classified 

Gradient Boosted Trees 91.11 % 8.89 % 0.722 41 

Random Forest 86.67 % 13.33 % 0.444 39 

Decision Tree 84.44 % 15.56 % 0.493 38 

Naive Bayes 84.44 % 15.56 % 0.493 38 

Fuzzy Rule 82.93 % 17.07% 0.429 34 

Tree Ensemble 88.89% 11.11% 0.561 40 

Source: Taya, 2021, p. 58 

The same objective variable was also predicted with three values (Satisfactory, poor and very 
poor), obtaining the results shown in Table 2. 

4.2. Descriptive results 

In this section, the descriptive results of the variables are plotted using Tableau 2021.2.0 as a tool to 
plot the data. 

Table 2. Classification results with three class values (Satisfactory, Poor, Very Poor) 

Overall 
accuracy 

Overall 
mistake 

Cohen’s 
kappa (k) 

Correctly 
classified 

Misclassified 

Gradient 
Boosted Trees 

88.68% 11.32% 0.632 47 6 

Random Forest 83.02% 16.98% 0.297 44 9 

Decision Tree 88.46% 11.54% 0.631 46 6 

Naive Bayes 49.06 % 50.94% 0.110 26 27 

Fuzzy Rule 78.26 % 21.74% 0.204 36 10 

Tree Ensemble 83.02% 16.98% 0.267 44 9 

Source: Taya, 2021, p. 58 

According to what figure 3 shows, we can notice that in the period from May 16 to 22, there is a 
slight increase in accesses, unlike the previous months, this is explained by the period of the first 
evaluation of the I semester of 2019, we also notice that there is a greater increase in the period from 
July 12 to 24, which corresponds to the second evaluation and substitute exam, we can affirm based on 
this evidence that those dates must reinforce the security measures that ensure the availability of 
virtual classroom services. 
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Figure 3. Total accesses to the virtual classroom academic period 2019-I. 

Source: Taya, 2021, p. 59 

Figure 4. Total accesses to the virtual classroom academic period 2020-I. 

Source: Taya, 2021, p. 60 

Figure 4 clearly shows that there is a greater use from Monday to Friday, decreasing on weekends. 
A significant increase in accesses between August 7 and 12 is also clearly noticeable, which coincides, 
according to the UNJBG Academic Calendar for the years 2020, endorsed by University Council 
Resolution No. 16862-2020-UN/JBG, with the first evaluation, except on August 11, which coincides 
with a total crash of the virtual classroom system. 

We also noticed a considerable decrease in accesses between August 19 and 30, this is associated 
with the suspension of academic work due to a high rate of contagion among teachers and students, in 
accordance with University Council resolution No. 16784-2020-UN/JBG. We can also appreciate an 
increase in accesses in the second week of October that is clearly associated with the second 
evaluation of subjects. Finally, we noticed a final and drastic decrease in the week of October 20 to 31, 
which is the week of delivery of final grades and registration for the next cycle. 

In figure 5, it can be seen that in the academic period 2019-I, the Faculty of Engineering has a 
weighted average of 10.903, which positions it as the penultimate Faculty in terms of student grades. 
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Figure 5. Academic performance by Faculty in the period 2019-I. 

Source: Taya, 2021, p. 61 

On the other hand, according to figure 6, in the academic period 2020-I we can see that the Faculty 
of Engineering raises its general grade point average reaching 11.918, but remains the penultimate 
Faculty in terms of academic performance. 

Figure 6. Academic performance by Faculty in the period 2020-I. 

Source: Taya, 2021, p. 62 

4.3. Results of the applied models 

In this section of the research work we will describe in detail each of the results of the application of 
the academic performance classification algorithms in the academic period 2020-I, which is the 
subject of our research, all this in search of the most accurate and appropriate model for the 
characteristics of our students, and the conditions of non-attendance at the Jorge Basadre Grohmann 
National University of Tacna. 

Before showing the results, it is appropriate to remember that, in order to apply the algorithms, we 
partitioned the data into two groups, the first consisting of 80%; that is to say around 2774 registers 
that are used for the training of the classifier and the second one composed by 20%; that is, around 
682 records for testing, approximately. 

As we can see in Figure 7, the application of the Random Forest algorithm on the preprocessed data 
can be seen. If we observe the confusion matrix, this algorithm had an accuracy of 25.37 classifying 
"DEFICIENT" returns and 97.72 classifying "SATISFACTORY" returns. Of a total of 682 records tested, 
it classified 618 correctly and 64 incorrectly, achieving a general accuracy of 90.62%. 
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Figure 7. Random Forest confusion matrix. 

Source: Taya, 2021, p. 77 

Likewise, as we can see in figure 8, we appreciate the confusion matrix of the application of the 
Gradient Boosted Trees algorithm where it shows a 31.34% accuracy in the classification of 
"DEFICIENT" academic performance and a 98.37% in the classification of academic performance 
"SATISFACTORY", of a total of 682 records tested, correctly classified 626 and incorrectly 56, achieving 
a general accuracy of 91.79%. 

Figure 8. Gradient Boosted Trees confusion matrix. 

Source: Taya, 2021, p. 78 

Three grade levels were also experimented with: SATISFACTORY (final grade greater than or equal 
to 11), DEFICIENT (final average greater than or equal to 7 and less than 11) and VERY POOR (final 
average less than 7) as shown in the figure 9. 
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Figure 9. Determination of observation values according to final average. 

Source: Taya, 2021, p. 80 

This was done in order to determine if there is any variation in the precision of the algorithms, by 
expanding the class values to 3 and we obtained the following results: 

For example, for the case of the decision tree algorithm according to Figure 10, we could see that 
there were 26.15% of successes classifying POOR ratings, 35.14% of successes in classifying VERY 
POOR ratings and 92.56% of correct answers classifying SATISFACTORY qualifications. On the other 
hand, out of a total of 908 records used for testing the generated model, 776 records could be 
classified correctly and 132 incorrectly, finally achieving a general accuracy of 85.46%. 

Figure 10. Confusion matrix of the decision tree algorithm with 3 class values. 

Source: Taya, 2021, p. 81 

Likewise, for the case of the Random Forest algorithm according to figure 11, it was possible to 
verify that it had a success rate of 4.48% classifying ratings "POOR", a success rate of 30% classifying 
ratings "VERY POOR" and a 99.03% classifying qualifications "SATISFACTORY". In addition to a total of 
931 records used for testing the model, it was able to correctly classify 831 and erroneously 100, 
obtaining a total accuracy of 89.26%. 
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Figure 11. Random Forest algorithm confusion matrix with 3 class values. 

Source: Taya, 2021, p. 82 

4.4. Results at the inferential level 

Regarding access to the virtual classroom in the academic period 2020-I, we determined that it does 
not have a normal distribution after applying the K-S test, as shown in Figure 12. 

Figure 12. Q-Q graph of the test of normality of access to the virtual classroom in the academic period 2020 - I. 

Source: Taya, 2021, p. 82 

In the case of the final average values regarding student performance in the 2020-I academic 
period, we can see in Figure 13 that they do not behave normally. 
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Figure 13. Q-Q graph of the normality test of the final average of the grades in the academic period 2020 - I 

Source: Taya, 2021, p. 91 

5. Conclusions

Regarding the data analysis using data mining regarding the use of the virtual classroom of the 
students of the Faculty of Engineering-FAIN of the UNJBG in the academic period 2020-I, it is possible 
to determine that the number of accesses to the virtual classroom of the students of the Faculty of 
Engineering is: 2,063,047 and they constitute the fourth faculty with the most accesses, after the 
Faculty of Agricultural Sciences-FCAG with 3,072,320 accesses, Faculty of Health Sciences-FACS with 
2,897,235 accesses and Faculty of Legal and Business Sciences-FCJE with 2,402,332 accesses, unlike 
the period 2019-I where the Faculty of Engineering barely had 126,193 accesses, showing an 
exponential increase of 1,534.83% between 2019- I and 2020-I in terms of access to the virtual 
classroom. 

On the other hand, in the analysis we used various data mining techniques using various tools such 
as: Python, KNIME, Tableau, RapidMiner, which were very helpful in facilitating the work. Regarding 
the academic performance of the 2020-I period, we have been able to show that the Faculty of 
Engineering has the penultimate average in grades reaching 11.918, unlike the Faculty of Legal and 
Business Sciences, which with an average of 14.584 that is in the first UNJBG qualification site. And in 
the period 2019-I we were able to show that the Faculty of Engineering reached an average of 10.903 
and the Faculty of Legal and Business Sciences reached 14,584, noting an increase in the average of the 
Faculty of Engineering in the academic period 2020-I of 1.015 points, which represents an increase of 
9.31% compared to 2019-I and a decrease in the grades in the Faculty of Legal and Business Sciences. 
We believe that it is due to the fact that the use of the virtual classroom did not have a greater effect on 
the grades in the Letters and Business Degrees of the Faculty of Law and Business Sciences, however 
in the Faculty of Engineering it did, since most of the courses use laboratories, we think that it 
restricted the professors to be more demanding in the evaluations and in any case they were more 
condescending when it came to grading. 

Regarding the prediction model based on data mining, it was possible to implement a model based 
on the Gradient Boosted Trees algorithm with the highest general accuracy, correctly predicting 
student grades based mainly on access to the classroom virtual, with an accuracy of 91.79% for two 
class values (SATISFACTORY AND POOR) and the model that produced the highest precision in the 
classification of grades with three class values (SATISFACTORY, POOR AND VERY POOR) was the 
model generated Based on the Random Forest algorithm with an accuracy of 89.26%, we believe that 
this difference in accuracy is due to class value segmentation, since the VERY POOR and POOR classes 
are considerably smaller than the SATISFACTORY class. 

Finally, from the inferential point of view, it has been statistically shown that access to the virtual 
classroom in the academic period 2019-I and 2020-I do not follow a normal distribution and applying 
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the Mann Whitney test, we have shown that access to the virtual classroom in academic period 2020 - I 
was greater than access to the virtual classroom in the academic period 2019 - I. In the same way, 
using the same test, we showed that the grades for both the 2019-I and 2020-I periods did not fit a 
normal distribution and we were able to show that the grades in the 2020-I academic period were 
higher than the grades in the 2019-I academic period, which allows us to affirm that the level of access 
to the virtual classroom did have a significant positive effect on the students' grades. 

This research has the particularity of showing us different results when applying different 
algorithms, since the models obtained are applicable to our reality. It was possible to train with 2,724 
student records and test 682 student records for the classification of academic performance based on 
various variables, but mainly access to the virtual classroom in the 2020-I period, managing to 
determine that access to the virtual classroom had a significantly high effect on improving academic 
performance. 

In contrast to the research entitled "Clarify of the Random Forest Algorithm in an Educational 
Field" (Ahmed & Hikmat, 2018, p. 183) reviewed in our background, where they manage to generate a 
model from the Random Forest algorithm obtaining an accuracy of 83.56% , in our research we 
managed to reach 89.26% accuracy, which we consider to be due to the most thorough analysis of the 
data, consideration of the previous ratings specifically for 2019-I as well, and prior cleaning of them. 

On the other hand, according to the work entitled "Predicting Student Academic Performance using 
Support Vector Machine and Random Forest" (Alamri et al., 2020, p. 106) also referenced in our 
background, the researchers manage to obtain an accuracy of 94.43% using a model based on in the 
SVM algorithm and an accuracy of 91.59% with a model based on the Random Forest algorithm in 
contrast to our results of 90.47% using SVM and 90.62% using Random Forest. In this case, we 
consider that this difference is due to the fact that Alamri focused his study on only two subjects 
(Mathematics and Portuguese) unlike us, which we apply to all subjects; consequently, we work with 
much more. 
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